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Lesmo, 18.8.1989

Caro Rinaldo,

di seguito hai il mio riassunto, 1in inglese, composto di
cingue paglne.

Ti chiedo di sostituire le prime due pagine gig inviate con
gquelle che ti mando ora perche ho fotto oaqualche  piccolo
cambigmento.

In conclusione, le cinque pagine che seguono, costituiscono
la versione finale del rigssunto.

Cordioli saluti.

"PW/inkaCv/
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The technological progress in the development of solid state
digital circuits has reached new levels and new successful
results of both in miniaturization and in computation speed.

Todaoy, the topologies of the integration masks, which gllow
the specification of the single electrical activities taking
place in @ SLSI (Super Large Scale Integrated) circuit hosted 1n
the same chip (namely the discrete loken containing the largest
integrated circuit), ore geometricaglly made up with segments 0S
shor% o§ one tenth of ¢ micron (g micron belng one millionth of
a meter).

This intearotion technology, colled submicronic, has
recently ollowed the design and the construction of NewW
microcomputers, c¢dlled microsupercomputers, hosted on one chip.
which deliver impressive computotion power,

An example of this microsupercomputers, hosted on @ single
chip, and based on o complex electricol circuit wutilizing Mmore
fhan one million of transistors, is the INTEL 80860, which
delivers more than the potenticlity of the CRAY 1 supercomputer,

It is based on ¢ RISC (Reduced Instruction S$et Computer)
gpproach, it 1s mode up with three maothemoticol units organized
in  pipeline (namely @ sequentiol exploltgtion of several
processing units which provides parallel operotion of the units),
it utilizes vectoriolisation (namely the computation on numbers
is mode by _processing 1in parallel the various digits of the
numbers involved 1n 4@ mathematical operation) 1n numericol
computation, it runs ot o speed of 35 MHz (next vedr will be
upgraded to 50 MHz), it provides up 10 105 million (150 miillon
next year) results per second, ond it costs 750 dollars only

However the most promising exploitation of the avoilabrlity
of submicronic technology and  of one-million-transistors-chips
does not appear to be focused on the construction of just
microcomputer on ONE chip (even if o microsupercomputer).



In faoct, the most interesting approaches are oriented to
construct MANY systems (not necessarily computers) on ONE chip,
gnd to conceive the CONNECTION together of g 1large number of
these chips, thus enviscging the implementation of a NETWORK of
many elements connected together, where each network 18 conceived
to be moade gt least of 100.000 elements.

These new approaches are dencted with the technicol term
CONNESSIONISM, since they point out the dependency of the
functionality of the overall ortificigl system (the network
properly progrommed) from the TOPOLOGY (o topology 1is the
description of the articulated set of connections linking
together severcl elements) describing the routing of the flux of
information being processeed within the network.

Please do not confuse the following two topologies:

a) the topology (stotic network construction topology) of the
network itself, which is fixed, becouse it describes both the
fixed connections of the elements, within the same chip, and
the fixed connections of the chips among themselves;

b) the topology (dyndgmic network exploitation topoloay) of the
poths followed by the various ifems of informaotion, using the
routes available within the network, during the processing
activity performed by the network itself.

it is clear that the ¢onnessionism, olthough technologically
aliowed by the submicronic-based chips, has, as well, the
gnthropomorphic inspiration, generally speaking, of the human
braoin, where it exists o complex_and unexplored NATURAL NETWORK
of up to 20.000.000.000 biological elements, called NEURONS.

However, the ARTIFICIAL NETWORKS of elements, embedding the
connessionism, can be distinguished into two different claosses,
which depend from the criterion which is odopted for conceiving
the NATURE OF THE ELEMENT, which constitutes the system to bDe
conpected together in large number within the network.

A first class of networks is bosed on the <criterion of
gdopting as 1ts element, o system, which 1s able of providing
tunctions which are useful and appropiate toward the scope of the
processing activity which 1s reguired to the network, as a whole.

This c¢riterion, thot we can call ARTIFICTIAL CRITERION, haos
been adopted, up to now, with the selection, as element, of one
of the three following systems, of different degrees of
complexity:

a) a digital system, copgble of speclolized processing functions,
though, as g whole., of more limited scope than o microcompiter
(for example, o digital system able of executing o 1limited



class of mathemotical opergtions and associoted with o locol
memory of reduced size);

b) a microcomputer, though limited for the size of dota, of
instructions, of instruction set, and_of memory (for example,

G computer Processing dato of o single bitl size, with a very
small limited memory);

c) a microcomputer, augmented with other dedicoted digital
systems and associated with d local memory of significant silze
(example of this augmented microcomputer is the 5o cglled

transputer).

The network which adopts the artificial criterion in
selecting its elements is called CELLULAR NETHORK

1t represents, therefore, O first tvpe of connessionism,
thot we will coll CELLULAR CONNECTIONISHM.

The reference of a cellular network with the brain, namely
the onthropomorphic role in the conception of a cellular network,
is therefore WEAK, because this role 1% limited to copture, Trom
the structure of the brain. the very high parallelism provided 1n
the broin behoviour by the gctivities of the very high number of
neurons.

We may view, therefore, ¢ cellular network, gs on artificial
network of cells which intends to emulote, with respect with the
brain, considered @s d natural network of neurons, the very high
porallel — structure, which is ossumed to be @ promising
agrchitectural  gpproach, in the scope of improving  the
performances of the network, intended as an grtificicl system 1o
be devoted to the brain emulating task of information processing.

An example of cellular network, which haos been disigned and
constructed, 1s the CONNECTION MACHINE. which is o cellulor
netWork which has o static network construction topology of n-
cube (namely, as in an_ordipary cube, of three dimensionol
geametry, that we will coll 3-cube, each vertex is connected with
3 other verteces gnd there are d fotal number 8 verteces, where 8
is equol to 2 to the power of 3 in on n-cube, conceivable in  an
n-dimension geometry, each vertex 1s connected with n other
ver%eces) ond. there are a totol number of 2 to the power of n
verteces).

The_connection machine, which has been developed by 1he
company Thinking Machine, of Cambridge, Massachusetts, USA, has O
{opology of n-cube with n eaual 16 (at the end of the year, Q@ NewW
connection machine will be available, with on n-cube with n eauol
20), and, therefore, each vertex 1s conpected with 16 (20 at  the
end of the year) verteces and there dre @ fotal number of 2 to
ihe 16 equol 65,536 verteces (2 to the power of 20 eauol



1.048.576 verteces ot the end of the vear).

In the connection machine each vertex is represented by @
cell which consists of o single bit computer with 4,000 bit of
local memory.

A second class of networks is based on the criterion of
odopting _as its element, a system, which 1s oble of emulaoting the
observable behoviour of the neuron, as it can be described within
ua glven modelizgtion of +the biological neuron, with the
underlying assumption that this effort, of o more narrow
reproduction of the brain structure, should result as o very
promising one in enhancing the informution processing
capabilities of the network.

This criterion, thaot we can coll ANTHROPOMORPHIC CRITERION,
hos been odopled, up to now, with the selection, as element, of
various models of the neuron, of lesser or greater aoccurocy 1in
the effort of emulating the bioclogical neuron.

Therefore, the element of the network is constituted by an
ARTIFICIAL NEURON providing functions which are wuseful ond
gppropiate toward the scope of the processing octivity which 1is
required to the network, as g whole.

The network which adopts the anthropomorphic criterion in
selecting its elements is colled NEURAL NETWORK.

It represents, therefore, o second type of connessionism,
thot we will coll NEURAL CONNECTIONISM.

The reference of a neural network with the broin, nomely the
onthropomorphic role in the conception of a neurol network, 1s
therefore STRONG, because this role, besides capturing the very
high parallel structure of the brain, os it is the cose of the
cellular network os well, is focused to reproduce in the element
of the network the same behaviour, ¢s more closely os possiile,
thot can_ be observed and precisely described in examining the
biological neuron.

r

We may view, therefore, a neurdl network, as on artificial
network of artificial neurons which intends to emulate, with
respect with the bDbrain, considered as o natural network of
neurons, the very high parallel structure of the broin together
with the functions provided by the network elements, considered
gs artificiol neurons, closely emuloting the biological neurons,
in the scope of lmproving the performances of the netlwork,
intended os an_ agrtificigl system to be devoted to +the bioin
emulating task of information processing.

The neural networks, up to now, have not vyet been
constructed, but have been simulcted, by means of o network



compiler, in large computers.

In the lost tWo years, the author of this paper, together
with Giovanni Manzini, of the Scuolg Normale di Pisa, has
designed a dynumic network exploitation topology, for  the
connection machine, which hos enagbled to define the architecture
of an inferential processor (this_ definition of the dynamic
network exploitotion topoiogy is colled SUBSYMBOLIC PROGRAMMING
of the cellular network, thus been upgroded at the level of an
inference processor).

We recgll that the inferentiol processor is on informotion
processing machine whose task is not the execution of algorithms,
as bit is the cose in usuqgl computers, but is the solution of
problems.

obtained in

Fositive experimental resulls hove been in f tain
Artificiol

act
utilising the connection machine of the MIT
Intelligence Laboratory, with 65.536 processors.

The ability of constructing an inferentiul processor, thot
we can call as well a problem solving machine, hos been therefore
illustraoted os feosible., by adopting @ powerful exomple of
cellular network

In concluslon it is argued that o more ombitious emulation
of human intelligence, 0s it is provided by the research resuits
of artificial intelligence, dedicoted to the conception and
design of inference processors, can be obtoined by utilising the
grtificiol connectionism gpproach, based on the use of cellular
networks, such as the connection machine, which, as an embhedding
environment, provides g WEAK und not 0 STRONG emulmtion of the
brain structure

It 1is therefore significont to assess that an odvanced
emulation ~of  humon  Intelligence, Intended as  un  high
functionaglity observgble in human wind, ¢can be better performed
by wutilizing, os meon {(nomely ltechnology) for constructing the
emulating environment, the type of networks, namely the cellular
n%twogks, that try to emulate in o weak waoy the humocn brain
structure.

This_ clarifies, in an interesting way, that the scope of
artificiol inteliigence is not only limited to design owrtificiol
systems, nomely informotion processing mochines (computers) and
robots, which reproduce SOME_ AND NOT ALL the performances
observable in human mind, nomely the intelligent and perceptive
behaviour, but thgt it gssumes to perform only AN EMULATION AND
NOT A SIMULATION of physiological behaviours.
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the specificgtion of the single electrical octivifies taoking
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the some chip (nomely the discrete token containing the largest
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This  integration technology, <called  submicronic, has
recently ollowed the design and the construction of new
microcomputers, colled microsupercomputers, hosted on one chip,
which deliver impressive computotion power.
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It 1s based on o RISC (Reduced Instruction Set Computer)
gpproach, 1t is made up with three mothemotical units organized
in  pipeline (namely a sequentiol exploitotion of  several
processing units which provides parallel operation of the units),
it utilizes vectoriclisation (namely the computotion on  numbers
1s made by processing in parollel the various digits of the
humbers involved 1in a mathemgticol operation) in numerical
computation, it runs gt a speed of 35 MHz (next veaor will be
upgraded to 50 MHz), it provides up to 105 million (150 wmillion
next year) results per second, and it costs 750 dollars only.

However the most promising exploitotion of the availobility
of submicronic technology and of one-million-tronsistors-chips
does not oppear to be focused on the construction of just ONE
microcomputer on ONE chip (even if @ microsupercomputer).

0%
1

TE
1





